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Solvmg the Translation Industry Dilemma

In five self-help steps

AUTHOR: JAAP VAN DER MEER, DIRECTOR AND FOUNDER OF THE TRANSLATION AUTOMATION USER SOCIETY
(TAUS)

Communication across the world’s many spoken languages is
a problem. The technology that can help solve this problem is

t‘ ; . e y
getting I:.)etter and better. But the professionals, ne?d?d to . (Ecn mens [l
use and improve the technology — at least the vast majority of , ; d—.k h .
them — reject the technology and deny its advancements | 1 T‘S et mecSt |
because they fear for their jobs. A good Dutch expression f{[ QA@AN he [Jdeﬂ dat ﬁJ

jumps to mind: “Man suffers most from the suffering he fears, weest maar dat

but never appears.” n lmmer OP komt

In this prefatory note | argue that to develop the MT industry
further we need to push users to overcome their fears - MT
technology is already quite good in its current state — and
become supporters and enthusiastic users. | am proposing

“five self-help steps” with links to the TAUS web site for more
support to users who are ready to adopt MT technology in their daily practice.

The Translation Industry Dilemma

The translation industry is caught in a dilemma: to automate or not to automate. Dammed if you do,
dammed if you don’t. Using machine translation technology feels like a curse to everyone who spent
years to study other languages and become a professional translator. But if you don’t, it's becoming
harder to stay in business. Customers want translations faster and cheaper. Besides, the volume of
information requiring translation is beyond imagination. The worldwide population of a few hundred
thousand professional translators is just scratching the surface. Machine translation technology can
help increase efficiency and open new business opportunities.

TAUS recommends five steps for every buyer or provider of translation who is caught in this dilemma.

1. Be rational

The first step is to ‘get real’ about the technology, ask the right questions. Since MT has been made
available by Google and Microsoft and millions of people started using it every day, have we seen a
decline in the mainstream translation market? Have translation jobs been taken over by computers?
Market analysts report solid growth rates of the translation industry from 2005 to 2011. The need for
translation is so great; it is becoming impossible to meet demand without the use of automated
translation technology. Did other industries decline or suffer when automation technologies were
introduced? Think of the banking industry or the travel industry. Admittedly jobs changed, but
overall opportunities have been on the rise and industries started to flourish when new technologies
were introduced. The first step is therefore to open up, get over the fears for change. TAUS has
published a series of articles and white papers about changes in the translation industry and



language business innovation. We welcome you to surf through this library of publications
(http://www.translationautomation.com/articles/)

2. Tryit out

The second step is to try it out. After all, the proof of the pudding is in the eating. However, don’t
start trying MT before you have successfully concluded step 1. Too many people have already trialed
MT with the sole intention to prove that it isn’t working, that it’s ugly and often laughable. You want
to try it looking at the potential and the positive. TAUS recommends a simple do-it-yourself test
before engaging vendors and consultants. There are many options available to try machine
translation technology. You can check out the TAUS Tracker (http://www.taustracker.com) online

directory of MT engines to see what is available in your preferred language pair. You can translate
some of your own text using online free MT tools, but you will in most cases not be able to feed
these engines with your own terms and phrases to help them improve the results. It is worth buying
a desk-top license of a commercial MT package. For a small investment (usually under 1,000 Euro)
you get access to a rich set of customization features, often not much different from the features
offered with the server-based systems. If your team is equipped with some software engineering
skills and you are prepared to set aside some time, the other option to gain MT experience is to
download open-source MT software, such as the Moses engine. Moses is gaining popularity very
quickly now among service providers and buyers of translation. TAUS has published a (free) online
Moses tutorial (http://www.tauslabs.com/open-source-mt/mosescore/moses-tutorial) , dozens of

use cases and best practice reports (http://www.translationautomation.com/reports/) for training

open-source MT systems.

3. Learn from others

Now you are on your way to become a user of MT, you know you cannot avoid going through trials
and errors. The third step we recommend, to not make too many of the mistakes others made, is to
learn from others. TAUS has launched an online knowledge base for MT users: the FAQ Forum
(http://www.tauslabs.com/open-source-mt/fags) Questions from users are posted, intelligence is
collected from all other users and TAUS is undertaking further research. Responses are documented
and reviewed. Another source of intelligence is the TAUS YouTube channel
(http://www.youtube.com/user/TAUSvideos) with presentations of use cases. Finally if you can’t find
what you are looking for you can always send an email to info@translationautomation.com. Only
after you have completed your discovery of others’ trials and errors, we recommend that you start

documenting your goals and addressing the fundamental questions about budget, vendors and
business models.

4. Measure and benchmark

If, after you have learned your lessons, you decide to proceed and implement MT technology in your
organization, the most crucial step (of all five) is to define your goals. Which content types do you
plan to apply the technology to and what do you want to achieve in terms of quality and productivity.
Many large and small enterprises struggle to formulate these goals, not just for the use of MT, but
even for human-based translation. The lack of criteria and clear evaluation metrics leads to
uncertainty, friction, disputes, and loss of time and money. It is often opinions, rather than
measurements, that lead to the rejection of MT system and the firing of vendors or translators. In
consultation with many of the large enterprise members TAUS has developed the Dynamic Quality



Framework (DQF) (http://www.tauslabs.com/dynamic-quality/about-dgf). DQF allows users to
profile their content types, based on a measurement of three factors: utility, timeliness and
sentiment (UTS). The resulting UTS score is then linked to a recommended approach to evaluating
the quality of the translation of this particular content. DQF is a knowledge base documenting seven
different quality evaluation approaches. In addition DQF provides industry-shared tools that allow
users to compare and benchmark MT productivity and translation quality scores, such as adequacy
and fluency. The TAUS Dynamic Quality Framework brings credibility and transparency to translation
business. Without the methods and the knowledge to set goals, to measure and to benchmark
against these goals, users of machine translation technology are like hunted game.

5. Share and collaborate

The fifth and final step that TAUS recommends is strategic and is aimed at sustaining growth and
innovation in the translation industry. Just like you have learned from others at step 3, we
recommend that you share the lessons you have learned, so that others can learn from you. Do not
fear to give up an advantage, or you will soon find that it's you who is left behind. Only if we decide
to be truly open and ensure complete interoperability in the systems we build and use, we will reach
the maximum growth opportunities of the translation industry. TAUS has launched a translation web
services APl (http://tauslabs.com/interoperability/taus-translation-api) to facilitate seamless
exchange of translation jobs on the web. But we take sharing even a step further. TAUS advocates
that all organizations share their language data in order to improve the performance of their own

translation technologies and to stimulate innovation and growth in the translation industry overall.
More and more companies and government organizations are following this vision. In 2008 TAUS
launched a data sharing platform. Today the TAUS Data repository (http://www.tausdata.org/)
contains already 50 Billion words of shared translation memories in more than 2000 language pairs.
These language data are available for every user of MT to train and improve their engines.
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Machine Translation Deployment For Cisco Technical Documentation
By Dieu Tran

Cisco GK., Tokyo, Japan,

Business Operations Manager, APJC Region, Gobal Shared Services Organization

1. Machine Translation Opportunity

Japan is a very important market for Cisco. To make it easier for its Japanese partners and customers to do
business with Cisco, the company is investing in a web self-service model where the most current technical
documentation (Tech Docs) is regularly translated and published on the company’s enterprise website
(Cisco.com). By doing so, Cisco can also maintain its competitiveness in the local market, since technical
manuals are often used as supporting material for product evaluations (as part of purchase decisions),
deployment, operation and application development. Given the high volume of the technical library — an
estimated 2 billion words spanning a portfolio of over 1,000 product series across multiple networking
architectures — Cisco has put in place a phased approach that includes Machine Translation (MT) technology to
effectively scale the localization delivery model to address the need to respond to market demands for more

localized contents (see Figure 1.1).

MT is Coreto Cisco’s Localization Strategy to
1. To Serve Expanding Content Volumes

2 To Meet Market Demands and Drive UserExpenence

~ZBWords
. 2
Contents | Completa Poduct
Growth Coverage

Doc Type: S0+
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Erglish (Real-Time)
Conterts

HOM wo rdsfyear
Doc Type: 15+
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Centralized L10N

e @ | “30MWordsfyear
sl Product: 1000+ (20%)
Doc Type: S0+ (30%)

Fragmerted
10N Activities
Trarslated
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Figure 1.1.: MT rollout approach for TechDoc

First, all existing localization efforts, which were fragmented, are consolidated which resulted in a 20% gain in

overall productivity. Centralizing translation memories, terminologies as well as standardizing translation



guidelines and processes also provides the necessary asset management foundation for training MT system. The
next phase of the strategy is then, to replace most of human translation with MT post-editing (MT-PE) to the
extent possible. In the future, once the engine has reached a certain level of performance through incremental
customizations, the plan is to utilize the same MT system for ‘best-effort” translation to provide users with the

option to potentially view any TechDoc with MT ‘gisting’ quality, further uplifting the user experience.

2. MT Post-Editing Solution
Cisco is currently implementing the MT Post-Editing scheme as part of the second phase of the overall MT
strategy as outlined in the previous section. Following describes the key components of the end-to-end solution
that was deployed to enable MT Post-Editing:
¢  Workflow Infrastructure:
The latest hybrid MT system from SYSTRAN Software, hosted on the cloud, was integrated with SDL’s
translation management system (see Figure 2.1). Model training and asset preparations are mostly
performed through SYSTRAN's self-service tools (corpus, dictionary and training manager). Additional

scripts have also been developed to handle data cleanup before training, and to replace frequent errors at the

MT output.
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Figure 2.1: Training and Production Workflow for MT-PE
e Customization Process:
To continuously adapt the engine, we created a monthly maintenance process, where assets from completed
translations were recycled and feedback from post-editors reflected into translation memory and user

dictionaries. User dictionaries were also updated and fixed with the output of auto-generated dictionaries,
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semi auto-generated DNT dictionaries and Cisco glossaries. Model training was then executed, evaluated to
see whether the quality improved and could be considered to replace the previous model. Some spot
customization at engine level were also performed, like improvement of style sheets and adding rules for data
trimming during training.

e Translation & Post-Editing Process:

English source documents are submitted to TMS where appropriate workflow and TM matches are applied.
Segments with lower than 85% matches are sent to the customized MT system. Finally the combined MT
output and TM matches are supplied as bilingual files to translators for post-editing.

e Post-Editor Training and Feedback:

An important element of success is to provide necessary training to the post-editors to fully integrate them
with the MT-PE operation. The training includes briefing on the background and overall characteristics of
MT technology, and explanation of a post-editing guideline showing common errors, and how to avoid over
post-editing etc. Feedback from post-editors is collected upon completion of a MT-PE project , such that the

MT team, can analyze the comments and identify potential areas of improvement.

Performance Results

Figure 3.1 shows the evolution of the GTM & BLEU scores of the English to Japanese MT system, as a result of

the incremental customization effort.
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Figure 3.1: Automatic Evaluation Scores



The highest score in this automatic evaluation was obtained (61.95 for BLEU, 71.52 for GTM) after four cycles
of customization using 39 million words for hybrid training and a user dictionary of 253K entries. The use of
clean TMs and continuous dictionaries updates were effective in reducing terminology errors by 91% from the
initial model and increasing the accuracy. In model “Custom 3, TMs from different content type (non-Techdocs
domain), and third party data (selected TMs from the TAUS Data Association) were included in the training—
surprisingly the score improved by a little (we initially thought that adding non-Cisco data and content from
another content type would degrade the performance but that was not the case). In general, it was observed that
the statistical component of the hybrid engine significantly improved the fluency and style. This is critical for the
readability, considering that translated documents are made up of mixture of TM matches from past human
translation and post-edited segments.

In terms of MT-PE operation, so far, 40% of all translations are going through this process. Overall productivity
improvement for post-editors has ramped up to 45% as the quality of the engine increased over time and
post-editors became more used to the process.

[nitial feedback from the post-editors is positive — the impression was that the quality was higher than expected
for short sentence (<15 words). We forecast conservatively 34% of translation savings, after the system is
upgraded in near future, to handle remaining integration issues between MT and TMS for ‘highly tagged’
contents, such that post-editing can be applied to those documents without loss of productivity (ex: proper DNT
interpretations for command/GUI, tag positioning).

Some early evaluations were conducted with model ‘Custom 2’ to assess whether the level of “gisting’ quality of
the trained system is ‘good enough’ to be used as-is for real-time translation. Evaluators were asked to rate the
raw MT output on randomly selected sets of phrases (300 words) within an ‘understandability” scale of I(lowest)
to 5 (highest). For this test, the average quality score was 4.35, but it dropped to 3.72 for test set containing
longer phrases. Nevertheless, the overall results are still encouraging, and quality perception is generally
higher compared to the two public engines (Google, Bing). More extensive evaluations on a broader test set are
needed to be able to confirm the consistency of the quality level before concluding on its usability for

on-demand translation purpose.



Is the System Ready for Real-Time Translation ?

Hurman Bvaluation Score

5-Point Scoring Scale: 5
A 45
(5) Excellent a
G 32
[\4] Good .
(3) Fair 252
(2)Poor 15
, 1
(1) Very poor o
0
Evaluatord | EvaluatorB | EvaluatorC

WSystran Hybrid (TachDoc) 468 3372 456 | 435

BGoopk Trnsbte 404 368 403 3982

m Bing Tra nslater 3.24 25 296 283

Figure 3.2: Comparison of gisting quality

Finally it was noted that directly adding more TMs for training does not necessarily increase the quality. In fact,
when including corpus from Cisco support material, the score dropped from 4.35 to 3.73. Similarly, the best

score is obtained for knowledge base (Tech Support) content when the system was trained with ‘in-domain’

TMs.
Customized Sytran Hybrid ( 20M TechDoc) 435 278
(Training Corpus)
Systran Hybrid (4M TechSupport) 3.81 3.11
Systran Hybrid (24M TechDoc+TechSupport) ~ 3.73 2.85
Public Google Translate 3.92 2.99
Bing Translator 293 233

4. Future work

As part of future effort, we will look to integrate MT with the content delivery system infrastructure in support of
on-demand translation. We will continue to try out different approaches to further fine-tune the MT system -
testing with more combinations of options settings and adding additional corpuses in the training. Finally, as we

look to scale the MT solution to handle various types of contents and to optimize training — we will explore the

10



concept of ‘dynamic adaptation’. The idea is to cluster all the TMs and based on the input content , the system
will select the most appropriate set of TMs (that is highly correlated with the content to be translated) that will be
used for training. The expectation is that this data-based approach, if successful, could deliver the ‘best’
translation quality with the available training data, potentially reducing the amount of required human effort for

manual evaluations of training combinations.

11



Collaborative Machine Translation:
You, Your community and Microsoft's knowledge working together
Chris Wendt

Microsoft Research — Machine Translation
christw(@microsoft.com

Introduction

The language quality of automatic translation today is at a level we can consider sufficient, or “good
enough” for many use cases and language pairs. In addition to using automatic translation in a post-
editing workflow, the scenarios for unedited use of machine translation output include real-time chat,
technical articles written in controlled language, or the consumption of foreign language web pages,
documents, social media and travel situations. A generally available MT system can do quite well in
these scenarios, applying the most common used phrases and expressions, on any run of text for
which it is able to parse and match to its data and algorithms.

We have some options to improve on the situation: The quality of an MT system can be increased
drastically by customizing it to the terminology and style of the subject of the text to be translated,
be it a general area like agriculture, software technology, automotive etc., or, and maybe in addition,
the terms and phrases that an organization prefers to use in translation, for instance product names
or the things that these products do. An area of style and terminology is often called a domain. By
reducing the ambiguity inherent to language, and targeting the system to a certain specialization, we
can see a significant improvement of any quality score over uncustomized systems.

MT systems that are using statistical methods at its core, train their probabilistic models on
previously translated documents, and possibly additional documents in the target language.
Microsoft Translator is a statistical MT system. In the following we discuss the methods of training a
customized MT system that Microsoft Translator exposes.

SMT Quality Factors
The relevant factors in the quality of a statistical machine translation system are algorithms and data.

Statistical MT = Algorithms + Data

Algorithms <  Decoder: the decoder is the core of the translation engine, and is the piece of code
that performs the actual mapping of a source sentence to a sentence in the target
language. The features of Microsoft Translator that are especially relevant for
customization to a domain are:

*  Multiple translation tables
*  Multiple target language models
*  An efficient training system
* Ascalable, reliable and fast runtime
* Pre-and post-processing logic that allows the decoder to consider linguistic
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attributes of the source text.

Parallel documents: A body of documents, each document in two languages, is the

most important training data for customization. It teaches the system how to

translate phrases.

* Target language documents: a body of documents in the target language, teaching
the system how things are commonly said in the target language — it helps pick the
right context and inflection for a word that is being considered as a candidate.

* Domain-specific parallel documents: documents that teach the system the
preferred translation for a specific area of terminology and style, for instance
agriculture, and the preferred translations for the organization that performs the
customization.

* Domain-specific target language documents: documents providing examples for the
appropriate use of the domain-specific phrases. The system learns the right context
and inflections within the given domain from these documents.

* User edits, votes, ranking: community feedback on the translations that the system
produced. This includes votes and ranking by the audience for the unedited
machine translation, as well as corrections by professionals and amateurs. This may
include human translators doing selective or complete post-editing, visitors of the
site, employees, partners, fans, enthusiasts, family, contractors — anybody who is
motivated to give feedback. The key is that this feedback is tied to the domain in
question,

* Tuning set: a set of sentences in original and translation, used by the system to
adjust its weights and parameters during training. The tuning set and the test set
should be carefully selected to optimally represent the domain-specific material to
be translated in the future.

* Test set: a set of sentences in original and translation, which generates an
automatic quality score, and is ready for human inspection to judge the quality.
Neither the test set not the tuning set should have any overlap with each other or
with the data used for training, in the actual sentences used.

Data

In the following, we will further inspect the effect of multiple translation tables, multiple target
language models, and the methods by which the community can influence the behavior and quality
of the customized MT system.

Collaborate to Customize

Microsoft Translator features a built-in translation memory (TM), that is fed by the simple
AddTranslation() method in the API, and acts on sentences. At time of submission, the application
decides on the rating of the given sentence pair based on the authority of the person providing the
pair. The system accepts votes as well as edits, where a vote is simply an increment of a counter for
the given pair, using the authority of the voter to determine the rating. An application may assign an
authority between 1 and 10 to its user, where the MT system produced results always have a rating
of 5.

During translation, Microsoft Translator returns the highest rated translation. This will be the highest
rated 100% matching entry in the translation memory, or it will be the result of automatic translation,
if there is no entry with a rating higher than 5. The Microsoft Translator API also provides a method
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to retrieve all entries for a given source sentence, to allow the application to show a voting and
ranking Ul to the user.

This built-in translation memory serves two purposes: 1) It collects edits, corrections and votes from
users for the purpose of using this data in training, and b) it has an immediate effect on the
appearance of the document on the site, and all subsequent translations of the same sentence,
hereby providing instant gratification to the community: instantly improved translations for the
edited documents as well as any boilerplate text with frequent occurrence. The improvements
exposed by the translation memory are immediate, whereas the customized system training is
neither certain nor immediate, but has an effect on the quality of many more sentences.

Microsoft Translator Hub is a subsystem within Microsoft Translator, which features functionality to

- invite and manage collaborators in the customization process,

- upload exiting TMs in TMX format, previously translated documents in a variety of formats
including PDF, Microsoft Office and plain text,

- Invite and manage reviewers or translators for uploaded and translated documents,

- import data from the collaboratively created TM,

- select the appropriate tuning and test sets from the uploaded documents,

- initiate training, inspect the results, and eventually
- deploy the customized system, making it available via the Microsoft Translator API.

Example: Collecting Feedback on a Web Site

Owners of a web site, instead of writing their own application to collect edits, corrections or votes
form the visitors, may choose to deploy the Microsoft Translator widget , which does all of this for
them, and provides simple user management and bulk editing features. Here is an example of how
this can look like:
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The illustration shows the web site of Toyohashi University of Technology, in fact their original
English language site, with an automatic translation to Chinese. Visitors to the site can hover the
mouse over any portion of the translated text, see the original text, and have the option to vote for
or edit any of the translation alternatives. And of course have the option to identify themselves, so
that they can do all of this under their own authority. If they have sufficient authority, any voted
translation and any edits become the translation that any visitor of this site sees from now on, as the
master translation.

A Look Inside: The Tech Behind the Microsoft Translator Hub
When a project owner in the Microsoft Translator Hub initiates a training, the following things
happen:

- The Hub builds a contextual translation model from the parallel data that the owner
provided.

- The Hub builds a target language model from the provided target language material.

- The Hub uses the tuning set to generate the optimal model weight vector, which assigns the
weights to the each of the custom models as well as each of the models that Microsoft
Translator provides generically, including Microsoft Translator’s own contextual translation
and target language models.

- The Hub translates the test set with the optimal weight vector, and generates a score.



After deployment, all of the models and the weight vector become part of the Microsoft Translator
API, and are accessed via a private category key, which is provided to user by the Hub.

At runtime, any translations (input) that the system performs, are first matched against the
collaborative translation memory, and in the case of no match with an “approved” rating, are
translated by the customized MT system.

The diagram shows that the community data serves the purpose of immediately serving the
corrections and approvals for exact sentence matches, and is also available for repeatedly training
the custom MT engine, in self-service fashion, adding new domain-specific training data in each
iteration.

Customization In Practice

Microsoft itself has been using a customized MT system with the knowledge base since 2003.
Support agents around the world have been entering corrections via a viewer with editing
functionality for many years, and now the functionality is also available to the general public.

Microsoft translates approximately 10% of the knowledge base content by humans, the remaining 90
percent are published as unedited machine translation. Which articles get translated by humans is
determined by the number of page views received on the machine translated article. The presence of
both human translated and machine translated articles within the same corpus and the same
languages, gives us a good metric for comparing the effect of the published articles on the customer
seeking to solve a software problem.

This is how an automatically translated article is presented to the visitor. Note the clear indication
that this is an automatically translated article, near the top.
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At the end of every article, regardless of language or type of translation, user is asked the following

questions — in their own language:

Provide feedback on this information

Did this information solve your problem?

) 1 don't know

Was this information relevant?
) Yes

) No

What can we do to improve this information?

To protect your privacy, do not include contact information in your feedback.

The success rate is the ratio of people who answer “Yes” to the question ”Did this information solve
your problem”. Note that the site is not asking if the visitor liked the translation or if it was accurate,
only if it solved the problem. This is important: the applicability of automatic translation needs to be
tested within the context of the scenario to be addressed. It is extremely difficult to map a quality

score gained outside the scenario to the applicability within.
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The following table, provided by Martine Smets in Microsoft’s customer support organization, shows
the success rate of the articles that have been translated by a human (HT-red) vs. the articles
translated by automatic translation (MT-blue).

Success HT versus MT (Tech)

In Conclusion
Data is the Key to MT Quality: Collaboration makes it real.

Your TMs and your community feedback are excellent sources of in-domain training data. You can
achieve good quality by combining it with Microsoft’s big data — statistically weighted. The Microsoft
Translator Widget collects data from your community. Microsoft Translator Hub collects data from
you and your community, to train the best system possible. You may use the collaborative translation
TM for instant effect, and instant gratification.
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This article describes two MT projects that Yamagata Europe has realised with Honda Motor Europe. For each
project, we describe the specific hurdles that had to be taken and the results that were achieved. The first project
is a project where data is translated into English within a 12 hour scale, the second project is a sample of an
instant multilingual chatting service. Both systems are for in-house use at Honda Motor Europe only and fully
integrated in the Honda 1T systems.

Project 1: Honda warranty claim project

Over the years, Honda has built up a database with valuable information about all kinds of warranty-related
quality issues: whenever a Honda dealer (car, bike, power equipment) is confronted with a problem about a
device part that is still in warranty, the dealer is requested to fill in all information about this warranty issue into
Honda’s warranty database (problem description, problem diagnosis, reparation details, etc.). The dealers can
input this information as free text in their own language.

In July 2009, we were asked by Honda to create a “translation system’ to generate English translations for text
from this warranty claim database. The request for translation came from the Honda Product Improvement center
in the UK: they wanted to make more and better use of the information in the warranty database.

Three languages were selected to be translated into English with MT: German, Italian and Russian, because
these languages represent the three major European markets (over 50% of all warranty issues). In the future more
languages might follow.

Source text quality

A closer look into the contents of this database taught us that this project would be very challenging: the quality
of the source text was the first hurdle to take. Since every dealer was allowed to input the data in his own way
(including grammar mistakes, spelling mistakes, stylistic differences, punctuation issues, abbreviations, typical
Honda lingo), the source text as such could not be used as input for a MT engine.

Poodle and the importance of pre-editing
To handle the data, we designed a translation system called “Poodle™: a combination of semi-automated pre-
editing, TM-integrated machine translation and ultra-light post-editing.
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The first step of the Poodle translation flow is to run the text strings through the translation memory. Since we
have been building up a huge translation memory over the past years, on average 30% the claims can be
translated using the translation memory. The remaining 70% will have to be translated via MT.

As explained before, the quality of the remaining text needs to be improved before being sent to the MT engines.
The [Finetune source] function of Poodle takes care of this. The following actions are executed:

e Replacement of (unusual or uncommon) abbreviations by their fully written counterparts

e Various replacements (including replacement of incorrectly used punctuation) via regular expression
replacements

e Formatting corrections (correction of casing (uppercase — lowercase). punctuation, spacing, bracketing,
usage of hard/soft returns etc.)

o Spellcheck

Most finetune actions are executed completely automatically, but some require human intervention, such as the
spellcheck. Here are some examples to show the difference between the original source and the pre-edited source:

Source before finetuning (German) Source after finetuning

KEIN BLUETOOTH MOEGLICH, SN 242001955 Kein Bluetooth moglich, SN 242001955,

PRUF. AM FHZG. Priifung am Fahrzeug.

TIEFER EINSCHNITT IN REIFEN HI AN NEUFZG | Tiefer Einschnitt in Reifen hinten an Neufahrzeug.
FENSTERHEBER A+E U ERN. Fensterheber Ausbau und Einbau und erneuern.

Generating MT output: Systran MT and Poodle QA

Once the source text is finetuned, we can move to the most important step: generating an MT output. Yamagata
Europe has generated Warranty MT engines, using Systran technology. The finetuned source strings are sent to
the MT engines, and a translation output is generated. The following screenshot shows some MT results. The left
column shows the finetuned source, the right column shows the MT output.

Finetuned Source Translation
: Beschichtung der Windschutzscheibe lost sich | Coating of the windshield releases itself
| Kein Bluetooth moglich, SN 242001955 | No Bluetooth possible, SN 242001955
| Sichtprifung am Fahrzeug mit der Kundin | Visual inspection at the vehicle with the customer
| Windgerausche aus dem Turspiegebereich rechts - Wind noises from the door mimor range on the right
| Knarzgerausch beim einlenken an der Vorderachse | Creaking noise when comering at the front axde
| Tiefer Einschnitt in Reifen hinten an Neufahrzeug. Deep cut in tires rear at new vehicle.
| Fensterheber Ausbau und Einbau und emeuem Regulators dismounting and installation and replacement
| RuBpartikeffitter ist verstopft | Particulate fitter is clogged
| Bremsen hinten machen Gerausche | Brakes rear make noises

The engines were heavily trained to cope with the warranty source text: huge glossaries were extracted from
existing translations memories, parts lists and warranty legacy data.

After translation, a light and automatic post-editing is applied. To locate possible mistranslations in the output, a
short QA check is applied. The following checks are executed:
e  Partially forgotten translations: check for untranslated words. In case a word is unknown to the MT
engine, it is tagged as untranslated. The tagged strings are automatically captured at Honda Motor
Europe and translated internally. The translated strings are delivered back to Yamagata Europe, and
added to the glossaries of the MT engines. This ensures that the these strings will always be translated
in future files.
e Negations check: a typical mistake of a hybrid MT engine is to translate a negative sentence as an
affirmative sentence or vice versa. This check looks for negation elements in source and target and
reports a warning in case of a mismatch between source and target.
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e  Number check: this check compares numbers in source and target and reports a warning in case of a
number mismatch between source and target.

e Check on empty translations: this check searches for sentences that were skipped during the MT
processing.

Errors spotted during QA check have to be corrected manually. When all errors are solved, the final translated
file is generated, and the Translation Memory is updated with the MT translations.

Measuring the quality

The warranty project went ‘live” in December 2010. During the technical developments, we also worked out a
methodology to measure the quality of the MT-output based on understandability levels. This enabled us to
report progress to the Honda higher management. Since the warranty data is used only internally within Honda
(no print or publishing), the goal of this project is to generate “understandable translations™. This means that the
translation does not need to be grammatically or linguistically perfect, but it needs to convey the meaning of the
source text correctly.

Although we use BLEU (Bilingual Evaluation Understudy) scores during engine training and evaluation, we
developed our own quality levels for the evaluation of this project. A low BLEU score does not necessarily
indicate low understandability, but it mainly indicates the effort that a post-editor will have to make to convert
the translation into a perfect ‘human’ translation. However, for this project, we did not want to evaluate the
translations on their perfectness, but on their understandability. Hence, to score the understandability of the MT
output, we developed 4 quality levels:

I: Not understandable (Clearly no good and doesn't make sense).

2: Barely understandable (Most words translated, but general meaning not clear or needs really thoughtful
interpretation).

3: Fully understandable (Can understand meaning, but grammar is not correct, may need a little interpretation).
4: Perfectly understandable (No interpretation required or grammatically correct text).

Based on these 4 quality levels, we reached an understandability of 87% (levels 3 and 4), which is 2% higher
than the target set by Honda (85%).

The translation highway

Next to the development of pre- and post-editing tools and the training of the MT engines, we worked on IT
integration with the Honda team, to ensure smooth and automatic file transfer via web services: the ‘translation
highway’. A web service is a method to enable communication between 2 electronic devices over the internet: a
web service uses XML-based messages that are sent over Internet protocols to support direct interaction with
other software applications. Web services have many advantages, such as platform/technology independency,
low communication cost (usually SOAP over HTTP protocol), support for other communication means (e.g. web
service over FTP), etc.

For the Warranty project, Honda makes 2 exports (xml) from their warranty claim database per day. The exports
are automatically transferred (web services) to a server at Yamagata Europe. The translated files are sent back on
the same day, via the same way. This means: no email traffic, no telephone communication, but a completely
automatic data transfer.

The following picture describes the flow:
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Project 2: Honda online chat project

Even before going ‘live’ with the first project, Honda was enthusiastic about the MT potential and organised an
internal brainstorming to see if other projects could link to this new ‘translation highway’. The result of this
brainstorm fitted well into a planned restructuring of the Honda Motor Europe service support to the local
dealers. This support service used to exist in each European country, but was not affordable anymore giving the
growing number of new markets (countries) and engine technologies. Honda was already planning a web-based
communication and chat interface between the centralised support service center in Offenbach and the in-country
dealers. Honda also decided to add a “translation request button™ to the interface in order to allow users to
request a translation into English or into their native language.

Full speed on the translation highway

The main difference between the online chat project and the warranty project is speed: while the warranty project
requires same day delivery of the translations, the online chat project requires immediately delivery (within 2
seconds). This means there is no time for human intervention at all: no pre-processing, no post-processing. On
top of this, Honda set an ambitious target and requested a 90% understandability.

The following picture describes the flow:

Technical question
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Translation delivery (2 sec.)

Answer in local language

The currently supported languages (always in pair with English) are: Dutch, French, German, Hungarian, Italian,
Polish, Portuguese, Russian, Spanish. The project went live in February 2012.

Pre-editing training: preparatory human intervention

Since the chat project does not allow any human intervention in the MT process, we decided to train the
engineers in the Honda support service center about how to optimise the source text in order to get a nice and
understandable MT output. An intensive 2-day training was given in order to show the importance of a good
source text. Simplified and structured source writing instructions can make a huge difference in the MT output,
some examples will clarify this:

= Instruction: Write short sentences:
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Pre-editing action

Source text

MT output

Quality rating

Lackteil sonst nicht
beschadigt, Teil muss
erneuert werden.

Paint part otherwise
damaged. part does not have
to be replaced.

2. Barely
understandable

After pre-editing
(sentence split in 2

Lackteil ist sonst nicht
beschidigt. Teil muss

Paint part is not damaged
otherwise. Part must be

4. Perfectly
understandable

separate sentences) erneuert werden. replaced.
=» Use correct casing
Pre-editing action Source text MT output Quality rating

Fremder laut im Kofferraum

More strangely loud in the
trunk

3. Understandable

After pre-editing
(Laut -> Laut
(German nouns have
to be capitalised))

Fremder Laut im Kofferraum

Strange sound in the trunk

4. Perfectly
understandable

=» Limit the use of the gerund (English —ing form)

Pre-editing action

Source text

MT output

Quality rating

Vehicle battery keeps going
flat.

Fahrzeugbatterie hilt, flach zu
gehen,

2. Barely
understandable

After pre-editing
(keeps going flat ->
is constantly empty)

The vehicle battery is
constantly empty.

Fahrzeugbatterie ist stindig
leer.

4, Perfectly
understandable

MT backup: Human translation button
The Honda requirements on this project are very high: translation delivery within 2 seconds with 90%

understandability. This is because the Honda dealers used to have immediate telephone support in their own
language for most of the issues they encountered.

At this moment, we have reached an average understandability level of 79,5% - so we still need to do better. But
in the meantime, we have integrated a human translation system to the MT flow: if the MT output is not
satisfying, the engineer in the Technical Support center can press a button to request a human translation. The
request is sent to Yamagata over the translation highway and the human translation will be delivered back to

Honda.

Conclusion: Pre-editing is the key element for good MT output

The biggest challenge for both Honda projects was the unstructured source content. With a large user group as in
the Honda case, it is almost impossible to control and manage the data and text input. On the other hand, we
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have experienced that controlling the source is crucial to obtain understandable MT output, this is why we have
put the focus on pre-editing rather than on post-editing. This means that training the MT engines was only a
small part of this quite complex project: controlling or upgrading the input was the biggest challenge.
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A Current Status of Machine Translation in Thailand
~Network based Machine Translation~

Thepchai Supnithi and Chai Wutiwiwatchai
National Electronics and Computer Technology Center, NECTEC, Thailand

Thailand has a long history of machine translation, started since 1980. There are a lot
of approaches on machine translations, rule based, example based and statistical based
machine translation which are ongoing research. A lot of resources are developed for the Thai
NLP standard. There are two main resource related projects. The first project is Thai national
corpus (TNC) project, a national project which aims to develop a 80-million word corpus for
Thai language, by Department of Linguistics, Chulalongkorn University [1]. This project
collects a lot of raw resources from a lot of publishing companies. The second project is A
Benchmark for Enhancing Standard for Thai Language Processing project (BEST) by
National Electronics and Computer Technology Center [2]. This project launched a 8-million
word segmented corpus called BEST corpus. The objective of this corpus is to develop a Thai
standard word segmented corpus. Best corpus was used in Thai word segmentation contest
since 2009 both internal and international episode and make Thai word segmentation
technique significantly improve. Based on BEST corpus, a lot of Thai resources such as, POS
tagged corpus, Name entity corpus, tree bank are developing. All of resources are aimed to
hybridize to current MT approaches to improve the accuracy.

Research networking becomes an important issue for machine translation. Recently,
we concentrated on how to communicate with other countries for the collaboration. Network
based machine translation is focused to translate across languages. There are two projects that
are important issues in Thailand.

The first project is network-based ASEAN machine translation project [3]. As you
may know that ASEAN Economics Community (AEC) is announced and will start to
implement in 2015. ASEAN will become a single market with free flow of goods, investment,
capital and skilled labor. Language barrier is one of the major issues, since most of members
countries are not skillful in English although English is set to be a common language in
ASEAN. All ten ASEAN countries agree to join networked based text-to-text machine
translation development project for nine languages, Brunei and Malaysia for Bahasa Melayu,
Cambodia for Khmer, Indonesia for Bahasa Indonesia, Laos PDR for Lao, Myanmar for
Myanmar, Philippines for Filipino, Singapore for Chinese, Thailand for Thai and Vietnam for
Vietnamese under the support from ASEAN Committee on Science and Technology. This
project is aimed at developing a public service on tourism domain.
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ASEAN Countries member list

The kick-off meeting on The Network-based ASEAN Languages Translation

The second project is networked based speech-to-speech machine translation project
[5]. Thailand participated in U-STAR project to promote English «» Thai speech-to-speech
machine translation. Currently, there are 26 institute from 23 countries join this project. They
collaboratively developed the multilingual speech translation system to provide the translation
service via publicly-released client application, by connecting the servers of U-STAR member
institutes mutually, with the communication protocol which was implemented based on the
ITU-T recommendations F.745 and H.625. We also joined to release the speech translation
application, “VoiceTra4U-M" for iPhone, and launched a global field experiment. The first
trial are implemented for the London Olympic games which is coming up in July.

With the network based machine translation approach, we aim at developing a
practical machine translation as a public service in various platforms, both text translation and
speech-to-speech translation. Machine translation for specific domain are considered,
currently we are focusing on tourism, health case, patent and law domain.

30



U-STAR meeting for London Olympics 2012

Reference

[1] TNC: http:/ling.arts.chula.ac.th/tnc2/ (In Thai)
[2] InterBEST:
http://thailang.nectec.or.th/interbest/index.php?option=com _frontpage&Itemid=1

[3] BEST: http://thailang.nectec.or.th/best/ (in Thai)
[4] ASEN-MT: http://www.thaimt.org/aseanmt/index.php
[5] U-STAR : http://www.ustar-consortium.com/

31



(F4IR) -
BRBEROERHLEARA T 4 v b
HAAT 7 VERRDHE W BT
L&z [ZnxF 4o bl ETZ4 2T 4w b LD

AR RVET 23030 6 iz | BB A 0 A
Yo MIMITL LI A2 3 & MHIM, #BIER. A
FARREOMY — £5 CTHIEO KL DS, TTEM
LTS NDHEME LWMFETH>TRLWE
IO A £, LasL, BERBEE LT, 22 %
TOHED N ITPFMTIIRIE )T, Mofz b &I
fIoFE 3 2 &4,

1. DD DEFF- T, MiA 5.

2. 5oHLOTHENT S,

LMLWRB AL TRET S,

IIT 2D 555 6DOTMENTD) Hik
T, BB OBMER 2 EFEO IR AL H R
THENL TV ZENRTE S0, BREIR L EAS
HMMOMA L FEEFTLMORENLERL THI-
WEBWwET,

BERBRO 4 DOF T3>

BB A 1E ) . ETREBIRO L 20
FEMD BB LM RARA b T 4w BT
B, b 2 oOMIRMEAH Y £, BEOEA.
KA PxTF o v FEENO A EE- TH 9 O,
thAMC RIS Do Gl v E -, AT
THHBE, E6ICT7A b=F 4 v bET DD,
INTF 4y bETAHAOMIGINET., %0,
LLFD XLy ) —WEIise 0 £,

(v |
I MT |.|. |£J.I-I-F49I-’

2
#HHWCLT49F J

- A C R

3
4
Soviro]

32

SECOWTEWLEY, (74T v b ETE
METHAPLTVAEICRET D) 2T, 174+
=F 4y b i, TERBRNFICRETS) L%
HHLESF, FOLHIZED OD HEFTTHET,

HEFE: View the different location groups to which a
location is associated.

MT: 0 r—a PR DGFTNI M5 71—
TR

FA b alr—ayRElT S, Bigbnbh—
a I N—TEFER

TN ni—aHREEHTbh TS, SEE
Fhasr—a S —7EHRR

T4 h=T 4 v P T IEIAE ANEE X THEA
BMLEEG T, ZVvEF 4y FTIRL ZHICE
ML T associated & different OFRZZEHF L TuvE
T, 7T 4 2 bTE o liRT 25
SRITIFLAEEDY FHA, DAYV,
B RO >V THEb E VI TE EHA,

tHHNT=F 1 v 2881, EAMIZ 54 F
TF Ly b IZRBESIEMELTCVET, Zh
3, ERICH 7 5 OB REORE TiE/e <, R
ENOHENEDE TEHKIHED>THWLATHD
ZEBRBNDTT,

ERESEZXT, 4 2OFFrabr B AL—|,
B, A LO 3 EhbHEL, FhENRIHEL
T-RlBE S L THET,



1. N O#DBE

1 2O MT OH T, A—FEax bgx
ARTT, —F, FEHBEICOVWTIR#LVRINS
WET, HHTAFTMoses LI A—TF L V—
A DA — 2 OB T o 2 DS &
LCHDE, BER 0 Cit, $a<H1NT
BfCED ) LA ENSRERICRVELE, 20
AT a il TWABDIE A2 T4 o CART
BRI S5 b o) T, BEFIKIC LRALET
T [ZHUTHWBIR T ) 2l L, a—HF—jc¥
BZH O, TORBELBHMTEL LI 2%
BT THELARE LT, 2—9—745 THEIHETLANH
HRWED IR LB-THHALZEHBIEL
7.

2. NT + #HRTIF 1y FT 288

2 0B MT+ HENTZA b7 1w bOY;
A, mEE TEMZRRRI Loy, a2+
SERBLDBIRNE WS ETIROTY, —H., A
E— FiZ oW Tk, N TRIETRVADBERICSH
1Bl FO P L—= FRAF Va— L aER
HE. AV MEBHDHEFFEAEYA, AT
2L TWDOME, 1 729 10,000 words
it & BAVDROT, WEIXEEELREME 45
DOTY, 77 =N 7 — b E O —#T
KR

33

3. NT + #HATS4 bIT4v T HBE

3 OBO MT+ #HAVTZA F=F 1 v FDOH
BT RTUCONWTERETHDL L FAET, SE
D0 ETA EH ORI L 0 g mz
Hh, BEIL TIERETRECX ZINE 1o/ £,
TEERDRF R L 0 Doy, AE—F$ Epvb
¥, ZOFTa ATl LTWAHOIE, TERE
RUBDEN, KWTALYFA D FXa Ay |
Bl T, HEWSF O, WEAA FRU 77
LYy R =a T AR ER—FHTT,

4. M + A TILTT 1w bT 288

AE-F A o A
F- SR T o -
dA+ : o A

4 D8O MT + A T7 L7 OB, &
TR erLo N LH8RETTEDY EHA,
A—FEazbb, AMCLDEHRER LBV
MHEZEMBNLOTT, 20 2 BaedET5HIC
1. SEICHHE L MT =2 P ~O BT, ik
REEOMHEL, B LOREHEODRILN LET
T ZhoBwFEShNIE, A T4 TRl
MTHREND Fxa AL R, b Rt &4k
HHENDLLOIZG, IEMETHM D 2T WNEORR
ERLRAaAPTLYRIBPTED 2 Lz
£,

RESEZOMERIL

ERTHI T 3 AOdENES B, 15T e
MTELHLO FMTLL I, =P DHFHL
i HE BRBE L VLR B e Y — LB BT K ONRER A3
BCY, £ZT, HA KFA DY T Mg T



ISTED THREFEODERK) KAHABLTHET,

RAP=F 4w M, BIRLEL)] THHY X
i, Do T, TEARICEWHERTS, FIE
LTEbAadiudie sy DT Thdb A,
TiE, ¥OLHIRHAAL K74 vibhidvwnoT
L.k 5,

RACIF 49 bOHAFSA4 Y

HARFAL v OFETHEEOHRIIRESED
DET, WA FTA ARRORFITE TR 2 fFIC
oter—2bd 0 ET,

HA KA 12 TEEE & TF:iE © 2 4R
VETT, 2Fh, Yok 5hGHITT 200
ETEDE I LTRET 200 T, dEIZS
WTHE, [EMTh? Y 2T WEER) Z2oh [ERH
LRER RO ERELET, bHA5ATHIE, E
¥(EHEOBHBLTHLHE A 2w o T, BETHME
OERBESEANCLBEICRY F4, BEHIE2HET T,
E¥T DANCHAE THR L T & 4, EMRER
ZEFTOTHIE R 2 A NOFRKE AT
iRy Z L AW 5 & T

IFk) 20T, £ ThiZAEY— K& L
HIEMTEANCHFR L, AR H LA IRET
HZEBBEETT, BAREDTTWHAILLTT
7.

D

1. MT BIEELWERAM AT L& Lo E
AMBEENS,

2. MEXZLOIRMEEBY ) LW IHHTOELD,

3. EhTL TEGTHRRLZIZ vy L
. 29T 5.

Tz ) 24 2O, MT (2% LTSI 722 18

EEDTDTT, MT 12 L TR AT 4 75D

DObHHNEE, DRI TFRHBMBHY £,

RIER
. AAGEZ WA, JilL il
2. BWKT B CEZNECRDN] Fx

34

24 %,

3. Yes 72B#ME, No oIzt
B+ 5,

FEED | L 2 2THRLITI LT, Fuhb

BRtTHETE0 L L LTHHRE BTN D L

iz ET.3 ALV BREIET AL ROL SR

D ET,

I MT #EIELTHED

2. MT 28&ZT5

3. MT &ffibliwn

20 BB TS) LiE, BTHRT S8, 20

P2 MT IZHHRBEFEILWVWHIZLTT, &b

2. 12,3 OfFEVWSGTORELRTEIWTLLE

Do Tobk i, LFOXS T LET,

ERAA F514 0 0H
1. LLFOEEE MT £EIELTHES
1.1 BT /ZT T 80% LA LASERRR AT HE
1.2 BEHfEROLODICHELLET S
[EE 1 [E]
1.3 ZBEREEERIT 2 FET
2. LToOHAE MT 2881215
2.1 R TR D FRAR T HE
22 BEICTHHEPTARDDIOICHELL
e AEEL 1 [
3. UToO#HEE MT bl
31 —EBHT T T L B AR AR
32 BEITHEHTARDD-OHICHEL KL
4 HEEA 2 ELLE

E X))

PEMCBHAR 2 R ET DM L LTIE, MT @fEVE
(A7var) LERFRICELEBRY S 2 R
O, HMfFT 5B T, EXEFITBADZ LN
AECY, BT TEmMLER TRLWEE->TW
Th, kLMol bDE RS & NERETOMY R
FTUOEER] ICEE L 52 R0 £, L
LENTIE, K= A b &l BiRA R C



WAZ LIZRVET, oL ENEI LR,
L oiz, EREZMGT Da0C, BiEM & E¥XNTH
RETHRHEICHOOLTTHIZHAL, ABELTEL
ZEBRREITT, fEEMGL, BT [ 0Bk
Pl 30, MR IC RIEMICR R T 2 <& T,
ELTEONELE MEXHKE LLbic, A KT
A LTEREMTEAT L LM, AR bxF
1 v FOMEO—FEL L FEEODRILICORDE D
LEZET,

[ESHANY

AT (P.59~62) 1= THMR S A THV - A
HOAREIZHEZELT, RPOLFICHELH
D, RO TR LT R o £ TOER L A
NELE, 20k, 55 TOMREGMALL- TITIE
SHTHEETLLGIC EBEUHL LTS5
BTT,

35



Pangeanic’s Do-It-Yourself Machine Translation: User Empowerment and

User-Driven MT Processing
[Pangeanic @ DIY #&#&FHiR : & PRHEIR 2 = —H — (& hr
a— P — BRI ER D 25 ]

Elia Yuste, Manuel Herranz, & Alexandre Helle A.-L. Lagarda, M. Garcia, J. Pla-Civera, M. Blasco,
eyuste/mherranz/ahelle@pangea.com.mt A. Morella, & J. Mallach
alagarda@iti.upv.es
Pangeanic / B.I Europa Institute of Computer Technology (ITI)
PangeaMT Technologies Division Universidad Politécnica de Valencia (UPV)
Valencia, Spain Valencia, Spain

1. Introduction

This paper reports on how Pangeanic’s machine translation (MT) offering, PangeaMT', has evolved to
include technical components that allow the user to perform MT-related actions that were in the exclusive hands
of the MT provider in the past, namely engine creation and updating or retraining. We explain why we thought
this was a necessity among our user-base in the translation industry and enterprise market; in other words, why
and how we decided to set the DIY” footprint in the translation automation arena. The components of a
PangeaMT DIY solution as released in late Spring 2011 are presented. This information is framed taking into
consideration the full picture of PangeaMT technologies and their business models and services until 2012/Q1.
Given PangeaMT’s innovation-driven slant, we then revamped the concept of MT-DIYing and decided to make
it not only available for PangeaMT DIY self-hosted solution clients, like in 2011, but also for users working in
the so-called new SaaS Power mode. This is a/n r/evolutionary MT SaaS® type, whereby users not only enjoy
the typical PangeaMT benefit of machine translating as much and as often as needed but they are empowered to
retrain their engines online and fuzz-free. This represents a major breakthrough in the translation industry,
particularly in the case of organizations and language service providers (LSP) that are really keen to be in full
command of all their MT processes, not only machine translating, in a transparent and efficient fashion but yet
cannot afford the time or the little to medium range investment to host a DIY solution themselves. Nonetheless,
those multilingual content production agents, handling highly confidential data, will continue to be interested in
self-hosting their MT solution and growing their own MT ecosystem. Having them in mind, the PangeaMT DIY
offering first released in 2011 can be delivered in an integrative, intuitive and user-layered platform called
PangeaMT Full Power since June 2012, This article concludes with a reflection on how we think user
intervention leads to user empowerment, an increased intake of MT technology and, ultimately, to overall MT

technology advancement.

WWww.pangea.com.mt

DIY stands for Do-It-Yourself. In this context, it refers to empowering the user of a machine translation (MT) system to
go beyond the activity of an MT query or request via a command line or web panel, and be able to manage engine
training data and engines, updating them when need be, without having to resort to the MT provider.

SaaS stands for Software as a Service.

(%]
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2. Birth of the PangeaMT DIY Concept

Pangeanic/B.1 Europa (Pangeanic for short, an associate member of B.I Corporation in Japan) is a Spain-
based language service provider (LSP) with close operational links in Asia and a machine translation division
called PangeaMT. In Yuste et al. (2011) we provide an introduction on Pangeanic’s transformation from a
translation agency into a global LSP and a statistical machine translation solution customizer. This is worth
reading if you are interested in finding out more about the early days and the philosophy of PangeaMT and its
evolved connection to Moses”, i.e. PangeaMT has built in several modules and pre- / post-processing scripts on
top of Moses, as well as interfaces and retraining procedures in order to develop an industry-tested alternative” to
off-the-shelf, more rigid MT products.

The fact that Pangeanic wears two hats, that of an LSP and of an MT provider put the company in a privileged
position from the very beginning to contemplate different MT technology deployment scenarios. We listened not
only to our internal users, i.e. translators, reviewers/QA checkers and project managers, but also to our clients,
who interestingly enough come both from the enterprise market and the international language service industry.
While the former usually play the role of buyers and hardly own a full localization department with a link to MT
or other HLT® areas (unless we talk about cutting-edge IT and Internet related players who may even have
experience in MT development), the latter feel the urge to adopt MT technology in their processes but,
depending on the LSP size and background, they may still be somewhat confused as to the MT paradigm or
product that allows them to translate more for less.

While multilingual enterprises are deploying MT for internal communication and information dissemination, and
lately even in combination with business intelligence analytical tasks, particularly of rather more volatile content
such as UGC’, the LSP primarily looks at MT as a multilingual technical content production-enhancement tool
and a means to react against the ever-increasing demand for publication quality translations in squeezed TAT"
and drastically constrained budgeting conditions. Therefore, what motivates these two types of MT
user/customer segments is cost-effectiveness and ROI” even if their deployment scenarios and goals may
sometimes differ.

Another aspect they have in common is a demand for rapid and user-focused system’s performance, and this
may go well beyond the actual step of machine translating. Enterprise market buyers are keen to elicit an MT
request from a web interface or an API for integration in other applications, and this has to be run as quickly and
smoothly as possible. If they have an in-house localization department, they will usually perform a black-box
evaluation of outputs across their languages of use and from several MT developers until they make up their
mind about what MT provider(s) to choose. Real engine customization, previous in-production experience in the
same specialization domain, scalability and robustness will be determining factors for success. Moreover, buyers

with a keen interest in MT and a view to intervene in MT processes, although not willing to reinvent the wheel

www.statmt.org/moses

See Yuste et al. (2010) for more information.
HLT stands for Human Language Technology.
UGC stands for user-generated content.

TAT stands for Turn Around Times.

ROI stands for Return On Investment.

e~ S W oL
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or adapt the Moses toolkit to their needs, are becoming really appreciative of MT solutions that allow for rapid
engine customization and in particular, routines for updating engines at will.

LSPs have been confronted with the challenge of using MT without having technical/computational linguistics
background and, on many occasions, the resources to invest in MT technology self-development. However, a
growing number of LSPs are getting bored of being just ‘MT output-only handlers.” Instead, as it happens with
MT users from the buyers’ segment, they are becoming more and more interested in learning about MT and
playing a role in MT processes, such as engine updating, particularly if this is made easy to them. Even in the
case of LSPs that were more experienced with MT, we noticed a clear dependence from the MT provider. This
reminded us of Pangeanic’s own dependence from our programmers whenever we felt that an engine needed
updating or retraining.

With a view to fostering even more accessibility to flexible and customizable MT solutions as well as further
independence from MT providers for engine experimentation and retraining, Pangeanic officially released
the PangeaMT SMT DIY Solution for E-FIGS'" right before the Localization World Conference in Barcelona
in June 2011. Its main asset consisted of a trouble-free automatic engine training routine, so there was no need to
knock on the MT provider's door any more and also pay for every engine updating. Since then PangeaMT DIY,
being a self-hosted solution, has proved to be appealing to enterprise and LSP MT users alike, particularly in

deployment scenarios where data confidentiality is at stake,

3. PangeaMT DIY as released in 2011

PangeaMT SMT DIY included a training data set structure, similar to that of an FTP window, where
users would simply leave their bilingual aligned files in TMX 1.4b format. Thanks to their associated automatic
training routines, engine training and updating could be done automatically, either on a time basis or
incrementally (after 50Mb, 100Mb, 300Mb of additional data are detected — a setting that could be determined
by the client).

This was paired with a Control Panel that showed an engine listing table, with a focus on engine status and
automatic quality metrics, such as BLEU for the direct and reverse translation directions, as shown in Fig. 1.
PangeaMT DIY was then the first solution on the market to incorporate informative engine status charts with

quantitative and qualitative data available on a 24/7 basis.

English into/from French, Italian, German, and Spanish. Offering first this language bundle, then some combinations
thereof, other languages, and linguistic families, according to clients’ specifications and needs (e.g. Brazilian/Iberian
Portuguese, Scandinavian languages, etc.).
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Fig. 1 Control Panel: Example of Engine List with Statistics

No computational linguistics knowledge was necessary to navigate through the Control Panel or to perform an
engine training task. For instance, just by knowing for sure which bilingual data assets or TMs to throw in a
given structure data folder, a new engine or an existing engine could undergo a training process - as simple as
that. As soon as the (re)training was completed, the statistical information about the engine would be made
available on the Control Panel’s Engine List section. No other MT offering had encompassed automatic training
routines while displaying their effects on the engines immediately.

The Control Panel also had a basic user activity tracking display and allowed for unlimited users' creation. Any
newly created or updated engine could then be assigned to a certain user or company’s section in an intuitive

application within the Control Panel, just like this:
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Fig. 2 Control Panel: Example of Assignment of an Engine to a Company (or section, department)

As far as MT requesting and user-application interaction are concerned, there was an intuitive Google-like web-

based translation panel and, most interesting, a % MT file translation feature whereby pre-translated XLIFF
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or SDL Trados TTX files could be translated after a certain match percent had been leveraged'' from the
translation memory by the user. This is fully customizable by project, so one chooses exactly at what pre-
translation level MT will come in, not touching any material leveraged from the TM. Other useful feature
available in the translation panel was the Glossary TXT file upload that helped fix terminology and preferred
expressions, such as untranslatables or DNTs" in the background prior to the MT output — by the way, quite a

historic request to SMT developers.

3.1 Perception of PangeaMT DIY Technology in the industry: Benefits and side effects?

MT competing players that are not willing to be as open-minded and user-empowering as Pangeanic
prefer to have an immovably enshrined focus on providing solutions that are output-driven'’ and not tool-driven.
Coming also from the Language Service Provision sphere, we at Pangeanic consider that this may be
counterproductive for the industry. Allowing for new MT user-focused paradigms and easing typically user-
obscure MT processes, enabling interested users to retrain engines or reconvert their TM assets into fuel for their
engines, can only lead to a wider and more motivated adoption of the technology. Doing this does not mean
though that Pangeanic is offering DIY MT tools without taking care of the necessary steps and tasks that go in a
real MT customization, as some may have tried to argue.

On the contrary, Pangeanic also offers Data Consultancy as part and parcel of every first-time PangeaMT
custom engine creation, independent from the mode in which it will be made available to the user: in a
PangeaMT SaaS mode or as a self-hosted solution, or from whether the user will be just a translator or an
organization interested in performing DIY tasks, too. Clients, whose existing bilingual data may be unclean or
scarce for engine training purposes, are particularly appreciative of this type of service. Depending on the
condition and size of the starting training corpus, a customization may then encompass the training of one than
more engines, with the project resulting in at least two or three engines, ranging from one trained with the
client’s TM material only, plus others having been trained with other suitable datasets.

When a PangeaMT DIY customer gets hold of their solution, much effort has thus gone into analyzing their

training data, seasoning it with any necessary advanced filtering/cleaning '* pre-processing techniques and

PangeaMT's TMX / XLIFF /TTX parsers facilitate the user's preference for any CAT tool as post-editing environment (a
TMX or XLIFF editor can be used, and even Tag Editor, which will identify pre-translations as coming from MT! and
stop at each segment, This allows users to leverage their TMs as well.

DNT is a localization industry acronym that stands for “do-not-translate™ a given word or expression, usually due to
product marketing and corporate identity related issues. A typical example is the brand name Apple. For a computational
linguist, a DNT is somewhat similar to the NLP concept of named entity.

These MT companies rather stick to traditional word-based pricing business models, imposing limits about the number or
weight of MT translated word on the user.

Automatic cleaning routines in the PangeaMT pre-processing module that may be applied for automatically detecting
suspicious or unclean translation units and extracting them from the training corpus, that is, the bilingual files or TMX
files that the client provides the PangeaMT team for a custom engine creation. If interested, the extracted suspicious units
can be handed in for later verification by the user. Suspicious units are those which contain spelling errors or
punctuation/numerical inconsistencies, or in which the source language segment is very similar or is identical to that of
the target language. The client commissioning the custom solution should be aware of the fact that applying these
filtering methods has a pruning, or cleaning effect, therefore leaving their data clean and free of segments that may
represent a hurdle to a statistical based translation output. However, the clean training set usually gets smaller in size.
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additional translational assets from public and reliable sources' and repositories. We regard this as a kind of
necessary planting-the-seeds operation to ensure that if the client later opts to work on their own in a PangeaMT
DIY framework, they can then operate intuitively and freely, yet harvesting more than adequate MT offspring, in
terms of new and self-retrained engines and their output. It is only then that true MT DIYing can come into play,
with minimum intervention from Pangeanic as a MT provider. Yet the PangeaMT team remains at the client’s
disposal for support or training purposes at any time after the PangeaMT DIY solution has been made available.

The essence of MT DIYing, also as initiated by Pangeanic, has been discussed in detail in the article put together

by Simpkins (2012), which targets a readership interested in the hottest localization industry topics.

4. Going Full Power — The PangeaMT DIY Concept Gets Revamped in Spring’12

MT DIY features of engine self-training and updating as well as round-the-clock engine status information
access were at the core of the so-called PangeaMT SMT DIY offering launched in Localization World Barcelona
in June 2011. These DIY components were easy to use and truly well-received by testers and clients. However,
we wondered if we could even go one step forward and make all these DIY features accessible from a single spot.
This would in principle facilitate and speed up remote installation in the case of self-hosted solutions. PangeaMT
DIY components would have to remain fully functional but also further interlinked and viewable from a platform,
which would become highly versatile on the basis of user profiles, that is, the ones using it.

The new PangeaMT Platform released in 2012/Q2 is the result of listening to our own needs as an MT-
proficient LSP and those of our MT clients with a strong desire to implement customized MT without MT
request limits, and with full tracking of all MT process actions and top-notch DIY capabilities — all without
having to log in or open several different applications!

Most importantly, engine training and updating will also be available to users under the SaaS Power framework.
This is definitely Pangeanic’s 2012 innovation with regard to PangeaMT, as discussed in the next section. All in
all, users demanding the PangeaMT DIY solution as borne in 2011 are now happy to find even more features
that guarantee their indc:pcndcn.ce from the MT provider and a full control over engines and data, hence the new
name PangeaMT Full Power.

Integrative in nature — all components that made up the PangeaMT DIY offering of 2011 are made available
from a sort of one-stop spot, that is, a password-protected, web-based, unified interface with enhanced MT
process informative functionalities that offer more or less options on the basis of a clear-cut user profiling.

Let us know explore those different profiles from a bottom-up approach. Fig. 3 shows the landing page of
someone logged in as a translator in the new PangeaMT platform, where no further advanced features are offered.

This would be the platform’s basic or level | user profile.

'* An example of this is TAUS - see www.translationautomation.com/
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Fig. 3 Translator-only Profile: Detail of Machine Translate > File Upload function window view

In particular, this figure shows how to upload a file or a number of files (subsequently or in an archived .zip file)
to request machine translating. Worth noting are the Match level (%) function as one of the required translation
parameters as well as the possibility to upload a Glossary (further down in the same window) at the time of
requesting MT. The translator will be able to make as many MT requests or upload as many files for MT as
necessary, without any limit whatsoever.

Every translator’s activity gets logged in the so-called Translation report, available from the Machine translate
pull-down menu as well. The translator can then query about and get access to any MT jobs of them by
specifying a given timeframe. These jobs exclusively and not the ones requested by any other user get listed in
inversed chronological order. This is why our translator does not get to see any MT jobs from the selected JP
into EN engine, as s/he has not performed any MT request with this engine yet. As shown in Fig. 4, there are no
results to see here. The Translation report functionality can be really useful, as all kinds of administrative
information and the machine translated files from the jobs listed are accessible here, too. The person logged as
company’s administrator, enjoying advanced DIY features and unrestricted data access rights, will be the only

one accessing every translator’s job and related info.
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The next level user profile, level 2, could be appropriate to a project manager (PM) interested in having the same
system’s functionalities as the translator but also more administrative information about the custom engines
belonging to the company. This user profile in the new platform is benefitting from the same engine control
information available in the Control Panel available within the first PangeaMT DIY suite of 2011 (see previous
section, particularly Fig. 1). This information is now accessible through the so-called Memories, Domains,
Engines pull-down menu, particularly in the Engines section, which is the only one partly available for this type
of user. When going to Memories, Domains, Engines > Engines, the user sees the engine chart shown in Fig. 5.
Apart from some admin info, such as creation date or last training date, the PM gets to know about the status of
an engine, for instance, whether it is Active, Inactive, in Training, etc. This is essential for day-to-day translation
project management purposes.

When the PM is keen to know more about a particular engine, clicking on the +info button will lead to a really
informative page, containing all statistical and administrative details about the various versions of that engine.
See an extract of this information in Fig. 6 on next page. Right at the bottom of the displayed information, the
user can read about all the bilingual files making up the Corpus List, that is, the files that have served as a
training set for that engine version. Any corpus file can get selected and accessed for a quick view, if interested.
The same transparency principle applies to the engine training process itself. Should the user be keen to know
more about how this happened, there is an engine training log file for both directions of the engine version, direct

and inverse'®,

'® A into B language direction and the opposite one. PangeaMT engines are always bi-directional, containing in fact two

training models corresponding to the two translation directions, direct and inverse.
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Fig. 6 +info: Detail of Qualitative and Quantitative Info about an engine version of interest

The information displayed here gets updated constantly and is available on a 24/7 basis. Fig. 6 shows a detail of
statistical information about an engine version, containing e.g. the BLEU ' scores of both corresponding
translation models. The page can display this type of information for all versions of an engine at the user’s will.
This is particularly of use if a PM wishes to know how a translation engine has improved across the different

versions, that is, after one or several retrainings, just by looking at the BLEU figures along the different engine

7" Information resulting from other qualitative metrics may be included as per client’s request. BLEU stands for Bilingual

Evaluation Understudy. An explanation of BLEU is included in the PangeaMT Platform’s online help. For further details,
please refer to Papineni (2002) or read the entry on Wikipedia (en.wikipedia.org/wiki/BLEU).
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versions. In particular, this represents an enhancement with regard to the first PangeaMT DIY solution, where
the Control Panel was capable of showing this kind of information but only about the last active version.

An advanced/more senior translation PM or the person(s) designated in the company to act as MT manager
needs to have a more advanced user profile in the PangeaMT platform, i.e. they are the ones who will be able to
enjoy real DIY functionalities. Logging onto the system as this so-to-speak level 3 user profile, the Memories,
Domains & Engines pull-down menu is now fully active in all its sections.

Let us now explore what this user profile can do! The Memories subsection has two tabs available: Search and
Upload. Intuitively enough, the Search tab is resorted to in order to search for any translation memories (TMs)
that have been previously uploaded in the PangeaMT data repository, which contains all bilingual translation
assets in TMX 1.4b format and ready to use for engine training purposes. The search resulting window will
display the memories the user is after according to the search parameters previously selected, such as language
direction, uploading user, or time frame. The list of displayed memories includes administrative and statistical
information, and, as it happens in the case of the Engine Status section discussed above, the user can access the
files themselves, by clicking on the Filename highlighted in orange. At the end of every TM line in the table,
there is a clickable button called Edit, which not only provides extensive information on the TM file itself but
allows for a fairly powerful functionality, namely that of associating this TM file to an existing domain. This
drag-and-drop easy operation comes handy if our advanced user thinks that it makes sense that this TM file,
belonging to X domain, gets also activated in another domain.

The Memories Upload tab allows the user to upload as many memories as they see fit. This can be done one by
one or in a zip archived file. The most important thing is that the user remembers that the system should hold all
TMs in the TMX 1.4b standard format. Fig. 7 shows the looks of this tab. As soon as the memory asset(s) get(s)
uploaded in the system, this new material is searchable from the Memories Search tab described above.

The next section in the Memories, Domains & Engines pull-down menu is Domains. Natural Language
Processing (NLP) systems and applications that are specifically created in or adapted to a restricted domain, that
is, a specialized area of knowledge, tend to perform better than those handling or processing open-domain
content and theoretically speaking at least, they are less dependent on a vast amount of data. Modeling and
training in the PangeaMT framework, as opposed to well-known generalist counterparts such as Google
Translate or Bing, has focused on restricted domains as the company itself has a language service provision

tradition to serve industry vertical clients that are highly specialized.



Yau sre n bheiriore N . E 0 *

Username: UzerDemod
i
!
Parameters |
= Lipioad fie
|

Allowsd e types: (tmx, .zip) * JURGSESII| Mo e chosen
Comments | )

——

= Sebect BNQUageS

Source language: *  Target language: *
+ Other parameiers.
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Therefore, in our context, the concept of domain is always intertwined with a given industry sector, such as
automotive, banking, biotechnology, tourism or renewable energies, to name a few, and the corporate language
specificity"® of the client commissioning the custom MT solution. PangeaMT custom solutions are thus in-
domain and client-specific. Some of the domains, meaning therefore client-driven domains, we have tackled
pose inherent challenges, such as data scarcity or training data showing text types that are closer to natural
language than controlled, technical language. This is one of the reasons why the notion of domain in PangeaMT
had to be flexible, in that we realized that some customizations, if not aiming to be completely open-domain,
would necessarily have to be kind of mixed-domain and even contain supporting bilingual data coming from
trusted sources belonging to a different sector to that of our client. Filtering data as well as picking & mixing
data from different domains to experiment and generate better-performing custom engines are common
operations. How to facilitate this in an intuitive fashion in the new PangeaMT Platform has been achieved
through this menu, whereby memories are held, searchable and uploadable, and then get associated with domains
in a flexible and traceable step prior to launching an engine re/training.

The Memories Domain section has two tabs, Domain Management to search for domains already available in
the system, and Domain Creation to create a new domain, which depending on the user’s context, it could well
be a sub-domain to designate the content of a corporate division, a product line, etc. An illustrative example of
this would be a multi-site pharmacy industry client that purchases the PangeaMT Full Power solution hosted at
their HQ to machine translate their content in 20+ languages originating from four divisions across the globe,
They would manage their TMs and assign them to domains that reflect their four divisions, dealing respectively
with nine medical areas, such as cancer, tropical diseases, AIDS/HIV, etc. They could create domains on the
basis of their geographical divisions or their medicine coverage areas.

Domains are interpreted somehow more traditionally across our translation agency client-base in that they tend

to name their newly created domains using industry sectors names and conventions, such as automotive or AUT,

' Mainly in terms of style, language register, terminology including name entities (NE) or untranslatables/DNTs as called

in the translation industry, etc.
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However, given the system’s flexibility to designate domains and engines according to one’s needs, the data
available and the envisaged scope of the engine, many LSP companies name their domains per client or sector
and client, e.g. AUT or AUT_Mitsubishi. This comes handy when the LSP wishes to launch the training of a sort
of supra-engine of a given domain, encompassing the memories belonging to domains that in reality are client
data specifications.

This example leads to the most powerful DIY function of the new platform — that of the Memories, Domains &
Engines pull-down menu called Engines. This section has three tabs, Status, New and Training. While the
former two are rather of admin nature, to search for and learn all about the status of all existing engines and to
create a new engine respectively, the Training tab empowers the user to train an existing or a new engine — that
is really the biggest DIY takeaway of the new PangeaMT Platform in its Full Power flavor (or SaaS Power, as
we will see next). There are many reasons that may motivate the action of training or retraining an engine. While
retraining usually results from the user’s wish to expand and improve the output quality of an engine, such ease-

of-use to create a new engine opens up lots of possibilities in a day-to-day MT-enhanced localization business.
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Fig. 8  Memories, Domains & Engines > Engines =Scheduling the training of a new engine

Fig. 8 shows the actual moment of dragging and dropping the designation of a new domain, ENJA KWM clean,
to the right-hand side before pressing the 7rain button that elicits the training of a new engine. ENJA KWM as
well as other mixed-data ENJA_ KWM engines existed already. ENJA_KWM clean now contained the
memories provided by the client'” that had just undergone an advanced filtering (cleaning) pre-processing as part
of our ongoing MT customization for this Japanese LSP. In a matter of hours this new engine got ready and
automatically viewable to the client, accessing the new PangeaMT platform remotely in a SaaS mode. In just no
time they could access their existing engines and this new one, and then assess on their own if this cleaning
process had had a positive impact on the output quality by submitting a translation job to the whole range of

engines and evaluating results contrastively.

' KWM is the short form of a client of ours.



5. DIY Concept Extended: SaaS Power

In the process of revamping the PangeaMT DIY concept, originally thinking mainly of those clients willing to
buy a self-hosted PangeaMT DIY solution, we came up with the idea of an integrative platform as explained in
Section 4. In parallel to this, we soon realized that this platform should internally be powerful, secure and
scalable enough to allow us, as Pangeanic, to bring to market highly innovative SaaS versions of PangeaMT that
would not have been conceived without the inception of the platform.

In essence, up to the end of 2011, our existing SaaS clients could already enjoy the benefits of a typical
PangeaMT solution and community-oriented client policies: namely, unlimited MT requests, open translation
industry standard and interoperability fostering through PangeaMT TMX and XLIFF parsers and generators,
competitive opt-out MT SaaS subscriptions including initial training and support, gradual adoption of the
PangeaMT technology across language domains through custom engine piloting, and last but not least, total 24/7
engine access and traceability through the Control Panel as described in Section 3 above. However, our
PangeaMT Saa$ users were still dependent on us, as MT service providers, for some essential MT tasks, such as
managing domain-specific and their own training data and retraining engines, which used to come at a cost, even
if moderate.

The new PangeaMT platform would ideally have to allow any Saa$ user interested in remote engine training to
do so online. This has been possible in early 2012/Q2 and is, in our modest opinion, PangeaMT’s breakthrough
of the year 2012. The so-called PangeaMT SaaS Power offers all DIY functionalities online, corresponding to
the level 3 or the most advanced user profile described in Section 5. In other words, when logging in, a
PangeaMT SaaS Power user can see Memories, Domains & Engines menu completely activated and enjoy all
powerful functionalities therein.

The PangeaMT platform managed by the PangeaMT team to cater for all levels of PangeaMT SaaS users,
including Saas Power ones, works in dedicated physical and cloud servers and makes use of a number of
sophisticated technical features in the background to ensure optimum and secure performance of MT work
processes, such as heavy machine translating and engine training, being requested simultaneously by a
significant number of users scattered worldwide. PangeaMT SaaS Power users may rest assured that their MT
jobs, their TM assets associated to domains of their choice and their custom engines, which they can self update,

are available to them round the clock and, most importantly, exclusively.

6. Conclusion

While the PangeaMT technology was borne out of Pangeanic’s translation automation needs and
expectations as an LSP, we soon decided to market it as custom, fully-tailored in-domain and client-specific
engines. PangeaMT technology has evolved to go far beyond the custom engine creation and output-only
offering portrayed by our competitors. We wished to set apart from other MT providers that impose word-based
or user number limitations to their clients in the deployment of those engines. But was that the only means to
empower our users? How about letting them schedule an automatic engine training without our intervention once
their engine was first trained by us? Since 2011, users of a self-hosted PangeaMT DIY solution make the most

out of their domain- or client-specific bi-texts by mixing and experimenting with these data sets for unlimited in-
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domain or mixed domain SMT engines (e.g. safety/insurance and automotive, software and life sciences, etc.)
and automatic engine retraining or updating.

The new PangeaMT platform presented here, released in 2012, has allowed us to become even more customer-
focused and much more versatile in the array of MT-related services and solutions that we can now provide.
Thanks to this year's revamping of the 2011 PangeaMT DIY concept in the form of an integrative, user profile-
driven and multi-function platform, which can be installed at the client’s end or accessible remotely on the Web,
MT processes that were previously in the exclusive hands of the MT provider can now be elicited by the user
when need be. This is so far the maximum exponent of our mission, i.e. to democratize MT — lowering or even
removing access barriers to MT,

The PangeaMT team has strived to ensure that an organization that gets interested in MT but is a newcomer to
the field can adopt the technology in an intuitive fashion, yet powerfully and independently from us as much as
possible — and when that makes sense. that is, once they get acquainted with essential preparatory steps that we
do gladly take care of, such as Data Consultancy, team-wide and management demonstrations and custom

development project piloting.
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Appendix: Last Word on Technical Matters

The PangeaMT Full Power platform is also functionally linked to the PangeaMT API, which allows for
easy integration of a PangeaMT customization in computer-assisted localization and multilingual content
consumption workflows and applications. Depending on whether you are the localization department of a
corporation, an LSP or an organization in need of MT as an enabling technology to accomplish other
multilingual technology tasks, you will need direct access to the Platform to query and retrain engines yourself
or your own technology applications will be calling in your custom PangeaMT engines via API to get content
translated automatically.
For those interested in knowing what is in a PangeaMT solution from inside out, particularly of interest to those
clients in need of a self-hosted Full Power solution, PangeaMT works through the virtualization software
VirtualBox Virtual Machine (VM). These prospects should get in touch for the latest information on the VM
version in use, as well as the recommended technical specifications of the machine where the VM will be run, at
the time of commissioning the solution. User’'s system requirements, such as compatible browsers,
recommended resolutions and the like, will be of interest to both self-hosted and SaaS customers, and up-to-date
information can also be provided at any time. While SaaS users do not have to bother about hosting technicalities,
a natural concern that may arise in them is that of security, at the level of both data and engine handling. Having
partnered with European secure hosting leaders, such as the prized company Strato, PangeaMT can ensure a high
level of security at all times.
Should you require further details on technical matters, please do not hesitate to contact Alexandre Helle by e-
mail. For a cost-free consultation on commercial aspects of a real-world PangeaMT customization as well as
cross-company technology collaborations and integrations, kindly get in touch with either Elia Yuste or Manuel

Herranz.
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Basic

Creating a UTX glossary

Machine Translation

For developers (MT etc.)

For Translation Client/Language Service Provider

Basic

Creating a glossary would
require a lot of effort. I don't
want to do it!

I don't want to waste my time
and money!

Actually, you are wasting your time by NOT
making a glossary. Writing/translating documents
without a glossary is quite time consuming and
laborious. If you create a glossary, you can save
your time. If you have reliable information in the
form of glossary that other people can reference,
you will see fewer mistakes. Everybody (including
you) doesn't have to spend time in checking up
terms that someone else already knows. You don't
have to wonder which term is the best every single
time you have multiple alternatives.

If you choose to create documents or develop
software without a glossary, you are also wasting
money. No matter how much money you spend
implementing  wonderful features into your
application, your user will not notice them if your
naming of the features are inappropriate and
inconsistent. Using a consistent glossary can
prevent this situation.

Isn't it hard to create a
glossary?
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That's exactly where UTX can help. UTX
drastically simplifies the creation and maintenance
of glossary by providing minimum, simple rules.

Are you getting any money
for maintaining UTX?

No. The members of the UTX team (i.e. AAMT
members) are dedicated volunteers. The activity of
the UTX team is financed by AAMT.

How can I find out more
about UTX?

The brochure, specification, and
dictionaries are available
<http://www.aamt.info/english/utx/index.htm>.

sample
at

I don't want to share any
glossaries with others!

It's a pity, but you may still get benefits of using
UTX by easily merging other UTX glossaries into
your own.

Creating a UTX glossary

Do I have to include
thousands of entries to create
a useful glossary?



Absolutely not! The UTX team's research has
shown that a glossary containing as little as fifty
entries is useful to enhance the quality of machine
translation for a 4000-word document. How a
UTX glossary improve the overall efficiency of
human translation is more difficult to measure, but
the benefit of glossary will even extend to the
improved readability and comprehension of the
readers.

What kind of terms should we
include in a UTX glossary?

A UTX glossary should contain technical terms
within a specific domain. The majority of such
terms are compound nouns. Please refer to the
brochure and specification
<http://www.aamt.info/english/utx/index.htm> for
the details.

How can I edit a UTX
glossary?

UTX can be edited with any spreadsheet
applications  (such as Microsoft Excel or
LibreOffice) or text editors that can handle UTF-8
(such as "Notepad" included in Windows operating
systems).

Can a UTX glossary include
sentences?

It can, but sentences are better handled by
translation memory formats, such as TMX. We
recommend excluding sentences from a UTX
glossary unless it's absolutely necessary. Generally
speaking, you should avoid including an
excessively long term in a UTX glossary. By
keeping the length of terms to a certain length,
columns should be readable.

Is a UTX glossary
high-quality?

A UTX glossary should be high-quality, because
its entries are hand-picked, and it should be
inspected by a dictionary administrator. By
contrast, automatically generated raw glossary data
contain many inappropriate entries that degrade the
quality of translation. This situation could be refer
to as "big data, big noise." UTX's term status
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property allows a dictionary administrator to
authorize or reject terms collected from various
term contributors.

Can I use UTX to normalize
terms?

Yes. A detailed instruction will be provided in
the future.

Do I have to pay AAMT to
create a UTX glossary?

No. AAMT doesn't charge you for the use of the
UTX specification.

Can I change or sell existing
UTX glossaries?

It depends on the license included in the header
of the glossary. The UTX specification
recommends indicating the license of a glossary.
Creative Commons <http://creativecommons.org/>
is a good idea. Of course, you can declare any
license to your dictionary if it is legally reasonable.
You can keep it for your own internal use. But
UTX glossaries can be more useful and rich if you
share them!

It's impossible to choose only
one translation for one term!
How can I follow the "one
word, one meaning”
principle?

If you find hard to follow this principle, you
might have one or two of the following problems.

1. Assuming that you are the author of the
document, you might be using multiple meanings
for a particular term.

You should avoid using ambiguous terms in
technical documentation. It is not a good idea to
use multiple terms for a single meaning or a single
term for multiple meanings. For example, avoid
using "terms" to refer to an agreement, especially
if your main topic is terminology. If you use
potentially ambiguous terms, such terms must be



clearly defined and differentiated to show their
proper uses.

2. You are mixing multiple domains into one
glossary.

In principle, one domain requires one glossary.
If a translation project deals with multiple domains,
for example, medical devices, you may need to
have glossaries for medicine, machine, medical
devices per se, and perhaps more. You don't want
to use a single glossary for the entire project,
because it is not compartmented and hard to reuse.

If entries from multiple domains are included in
one glossary without a good reason, the situation
can be called "domain contamination." Different
domain requires different terminology. For
example, a file and a window have different
meanings in carpentry and the ICT domain. If you
maintain one glossary for one domain, one
translation is for a source term.

For Translation
Client/Language
Service Provider

Why do we want to use UTX?

Have you felt frustration that you don't get
technical terms translated correctly? Perhaps all
you had to do was simply creating a glossary.

If you don't have any plan of using UTX for
machine translation, then you will benefit from the
simple terminological management of UTX. With
a proper understanding, agreement, and
arrangement, you might be able to collect
contributions of new target term candidates from
individual translators. Then you can create and use
your own glossary.

If you are planning to use RBMT, then you can
quickly build high-quality user dictionaries based
on the UTX glossary.

We are translating books and
games. How can we use UTX?

In books or game software, you will encounter
tons of terms, perhaps many of them being proper
nouns. They could be names of characters, skills,
items, places etc. These are actually all "technical
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terms." Without a glossary, how would you
properly keep track of thousands of terms over
several months of translation? The readers of your
book will be confused, and the user of your game
will be angry when they see incoherent terms. Also
your translation is likely to involve many
translators and checkers. UTX is very useful to
standardize the use of terms across translators and
checkers, with or without terminological tools.

Can I propose a translation
project that uses UTX?

Sure! Please let us know your ideas using the
contact form
<http://www.aamt.info/english/utx/index.htm#cont
act=.

I don't see why UTX could
improve translation
productivity.

That's perhaps because you are not reusing UTX
glossaries. They are most useful when they are
reused and/or shared among various user, tools,
and environments.

Do I need to have a style
guide to create a good UTX
glossary?

Doing so is strongly recommended to maintain
consistency. A number of well-established style
guides are available for English and other
languages. For Japanese, JTF Standard Style Guide
<http://www.jtf.jp/jp/style_guide/styleguide top.ht
ml> can be used.

Machine Translation

Why is UTX tab-separated
format instead of XML?

UTX is designed to be simple. It is so simple
that a UTX glossary is viable with only three
mandatory columns (source and target term, and
part of speech). They are manageable without
using XML.



Why do we need a format if it
is that simple?

Many online glossaries are published on the web,

but many of them are very hard to use. They don't
follow best practices of glossary. They often
include similar entries without indicating priorities
or clarifications of different usages. Their entries
are not well-formed and they don't list their basic
forms (singular or root form). However simple
UTX looks, it can serve its purpose as a glossary
by keeping to a certain specification.

Does UTX replace TBX,
TBX-Basic, or any other
existing glossary formats?

No. A UTX glossary can be created from scratch,
as a collection of hand-picked technical terms by
translators. It can be created with a very little effort
(see the diagram below). It can serve as a basis for
large-scale, complicated termbases for bigger
translation projects. But it is quite useful as it is for
small to medium-sized translation projects.

Position of UTX and TBX

t

Cost & effort e
TBX/

termbases

Complexity & features

What's wrong with TBX,
TBX-Basic, or any other
existing glossary formats?

There is nothing wrong about them. It's just that
they are too complicated for a wider range of term
contributors. Term contributors may or may not be
familiar with XML or the details of various
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glossary formats. They can be professional
translators who just know appropriate translations.

It would be nice to leverage such knowledge in
the form of a usable glossary.

What is the difference
between a system dictionary
and a user dictionary (in
translation software)?

(Rule-based) Translation software uses two
types of dictionaries - system dictionaries and user
dictionaries. A system dictionary is a collection of
pre-defined terms that are fine-tuned to achieve the
best translation results. A user dictionary is a
collection of terms defined and added by the user
to further increase the translation quality for a
specific translation project. For this purpose, the
entries of a user dictionary usually supersede those
of a system dictionary. In general, a user dictionary
should not include entries that are already included
in a system dictionary. The user, however, can
choose more suitable translations by adding such
terms in a user dictionary and override the
translations in the system dictionary.

What is the difference
between a glossary and a
ser dictionary (of
translation software)?

A glossary is a collection of technical terms that
can be used by people or by software. A glossary
may include definitions and descriptions, which
are not used by translation software (translation
software would need them in the form that they

—can understand). In contrast, a user dictionary is

specifically created and used for translation
software. One can convert a glossary into a user
dictionary. At this point, the content of a glossary
and a user dictionary is very similar. However, a
user dictionary may have additional properties or
entries that are not used by people. Generally, an
extensive glossary can be a very good source for a
high-quality user dictionary.

For developers (MT
etc.)



Is the UTX specification
established with RBMT
(rule-based machine
translation) in mind?

Yes. But UTX can be used with almost any
translation/terminological tools.

Why did AAMT create the UTX
format? What is the
background?

Commercial translation software package like
SYSTRAN is known worldwide, but you might
not be familiar with translation software in Japan,
where AAMT is based. The UTX specification is
not limited to Japanese software or Japanese
language, but a piece of historical background may
be helpful to understand why UTX was established
in Japan. In Japan, there are a number of
commercial RBMT translation software packages.
These high-end applications are shipped with 7-8
million basic/technological terms. They are highly
sophisticated, and they have 30 or more options to
control various aspects of translations (the
high-end version of SYSTRAN has only 2 options
for Japanese). As they can guess conjugations for
user dictionaries, there is no need to feed detailed
properties for each term entry.

Still, translation software need well-made
glossaries to achieve good translation results.
Large dictionaries could improve translation
quality. They can, however, potentially degrade
translation quality if the quality of the dictionaries
is not adequately maintained. Our research proved
that a small number of well-chosen terms ina UTX
glossary significantly improve translation quality.
This 1s the reason why we created a simple
glossary format to reflect appropriate technical
terms in translation.

We are using SMT. We don't
need a glossary!

Perhaps you do. If you are using SMT and want
to ensure the quality of translation, your project
requires a separate process of terminological
verification (which is integrated into the system if
you are using RBMT instead). Even if you don't
use a glossary when you translate, you will still
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need to use it for the purpose of quality assurance.
Because you need a separate terminological
verification process, you will need extra time and
effort.

When converting to UTX, will
it be a lossy conversion?

It depends. Although UTX can hold any amount
of information by defining extra columns, doing so
may not always be a good idea. If you need to
maintain a number of extra properties, you may
also need to consider the use of other XML-based
formats. But we also need to realize that when we
convert one format to another, only certain
properties are essential.

Why does it not include lots of
term properties?

Such properties contribute very little to improve
accuracy/appropriateness of translation. Reducing
complexity is more essential.

I would like to contribute
glossaries/write a tool for
conversion.

Thank you! Please let us know using the contact
form
<http://www.aamt.info/english/utx/index.htm#cont
act=,

Can I make suggestions to
the UTX specification?

Sure! Please let us know your ideas using the
contact form
<http://www.aamt.info/english/utx/index.htm#cont
act>.
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